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Machine Learning and Image Classification

1.1 A basic machine learning problem: image classification

A basic AI problem: classification

• Can a machine (function) tell the difference ?

Mathematically, gray-scale image can be just taken as matrix in Rn0×n0

The next figure shows different result from: human vision and computer repre-
sentation:



1.1. A BASIC MACHINE LEARNING PROBLEM: IMAGE CLASSIFICATION

• An image is just a big grid of numbers between [0, 255]
– e.g. 800×600×3 (3 channels RGB)

Furthermore, color image can be taken as 3D tensor (matrix with 3 channel
(RGB)) in Rn0×n0×3

Then, let think about the general supervised learning case.

• Each image = a big vector of pixel values
– d = 1280 × 720 × 3 (width× height × RGB channel) ≈ 3M.

• 3 different sets of points in Rd, are they separable?
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CHAPTER 1. MACHINE LEARNING AND IMAGE CLASSIFICATION

• Mathematical problem: Find f (·;θ) : Rd → R3 such that:

f ( ;Θ) ≈

100
 f ( ;Θ) ≈

010
 f ( ;Θ) ≈

001


– Function interpolation
– data fitting

Then, the next question is how to formulate “learning”?

• Data: {x j, y j}
N
j=1

• Find f ∗ in some function class such that f ∗(x j) ≈ y j.
• Mathematically: solve the optimization problem by parameterizing the abstract

function class

(1.1) min
θ
L(θ)

where

L(θ) := E(x,y)∼D[`( f (x;θ), y)] ≈ L(θ) :=
1
N

N∑
j=1

`(y j, f (x j;θ))

Here `(y j, f (x j;θ)) is the general distance between real label y j and predicted
label f (x j;θ). Two commonly used distances are
– `2 distance:

`(y j, f (x j;θ)) = ‖y j − f (x j;θ)‖2.

– KL-divergence distance:

`(y j, f (x j;θ)) =

k∑
i=1

[y j]i log
[y j]i

[ f (x j;θ)]i
.

• Application: image classification:

f ( ;θ) =

0.70.2
0.1

 =⇒ = cat
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1.2. IMAGE CLASSIFICATION PROBLEM

1.2 Image classification problem

We consider a basic machine learning problem for classifying a collection of im-
ages into k distinctive classes. As an example, we consider a two-dimensional image
which is usually represented by a tensor

x ∈ Rn0×n0×c = Rd.

Here n0 × n0 is the original image resolution and

(1.2) c =

{
1 for grayscale image,
3 for color image.

A typical supervised machine learning problem begins with a data set (training
data)

D := {(x j, y j)}Nj=1,

with

A = {x1, x2, · · · , xN} with A = A1 ∪ A2 ∪ · · · ∪ Ak, Ai ∩ A j = ∅,∀i , j.

and y j ∈ R
k is the label for data x j, with yi[i] as the probability for xi in classes i or

x j ∈ Ai.
Here for image classification problem,

(1.3) yi = ei j ,

is x j ∈ Ai j or we say x j has real label i j.
Roughly speaking, a supervised learning problem can be thought as a data fitting

problem in a high dimensional space Rd. Namely, we need to find a mapping f :
Rd 7→ Rk, such that, for a given data (x j, y j),

(1.4) f (x j) ≈ y j = ei j ∈ R
k,

for all x j ∈ A. For the general setting above, we use a probatilistic model for under-
standing the output f (x) ∈ Rk as a discrete distribution on {1, · · · , k}, with [ f (x)]i as
the probability for x in the class i, namely

(1.5) 0 ≤ [ f (x)]i ≤ 1,
k∑

i=1

[ f (x)]i = 1.

At last, we finish our model with a simple strategy to choose

(1.6) arg max
i
{[ f (x)]i : i = 1 : k},

as the label for a test data x, which ideally is close to (1.4). The remaining key issue
is the construction of the classification mapping f .

Generally speaking, there will be a test set

(1.7) T = {(x j, y j)}Mj=1,

with the same dimension of training data D, but is not known before we finish the
training process. That is to say, we can use this test data T to verify the performance
of trained model f .
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CHAPTER 1. MACHINE LEARNING AND IMAGE CLASSIFICATION

1.3 Some popular data sets in image classification

In this subsection, we will introduce some popular and standard data sets in image
classification.

dataset training (N) test (M) classes (k) channels (c) input size (d)
MNIST 60K 10K 10 Greyscale 28*28

CIFAR-10 50K 10K 10 RGB 32*32
CIFAR-100 50K 10K 100 RGB 32*32
ImageNet 1.2M 50K 1000 RGB 224*224

Table 1.1. Basic descriptions about popular datasets

1.3.1 MNIST(Modified National Institute of Standards and Technology
Database)

This is a database for handwritten digits

• Training set : N = 60, 000
• Test set : M = 10, 000
• Image size : d = 28 ∗ 28 ∗ 1 = 784
• Classes: k = 10
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1.3. SOME POPULAR DATA SETS IN IMAGE CLASSIFICATION

x = =


x1
x2
...

x784

 ∈ R784

(1.8) A1 =

{
, , , · · ·

}
⊂ R784

(1.9) A2 =

{
, , , · · ·

}
⊂ R784

(1.10) A9 =

{
, , , · · ·

}
⊂ R784

(1.11) A10 =

{
, , , · · ·

}
⊂ R784

1.3.2 CIFAR

CIFAR-10

• Training set : N = 50, 000
• Test set : M = 10, 000
• Image size : d = 32 ∗ 32 ∗ 3
• Classes: k = 10
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CHAPTER 1. MACHINE LEARNING AND IMAGE CLASSIFICATION

CIFAR-100

• Training set : N = 50, 000
• Test set : M = 10, 000
• Image size : d = 32 ∗ 32 ∗ 3
• Classes: k = 100
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1.3. SOME POPULAR DATA SETS IN IMAGE CLASSIFICATION

1.3.3 ImageNet

• All data set: N + M = 1, 431, 167
• Image size : d = 224 ∗ 224 ∗ 3
• Classes: k = 1, 000
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CHAPTER 1. MACHINE LEARNING AND IMAGE CLASSIFICATION

1.4 Classification and decision boundaries
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1.4. CLASSIFICATION AND DECISION BOUNDARIES

1.4.1 Linear models: decision boundaries given by hyper-planes

This is a demo for logistic regression classification for binary and multi-classed
cases. The original data sets would be

Then the decision boundary for logistic regression models would be:
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CHAPTER 1. MACHINE LEARNING AND IMAGE CLASSIFICATION

1.4.2 How to find these hyperplanes: logistic regressions

For a collection of subsets A1, ..., Ak ⊂ R
d, try to find

(1.12) W =


w1
...

wk

 ∈ Rk×d, b =


b1
...

bk

 ∈ Rk×d,

such that, for each 1 ≤ i ≤ k and j , i

(1.13) (Wx + b)i > (Wx + b) j, ∀x ∈ Ai,

or

(1.14) wix + bi > w jx + b j, ∀x ∈ Ai.

More details of logistic regression will be discussed later.
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