HWLesson3: Deep Neural Networks

Problem 1 Given a uniform mesh 7, of [0, 1] with mesh size A, define
Vi, = {v : v is continuous and piecewise linear w.r.t.7;,v(0) = v(1) = 0}.
Consider the following optimization problem: Find u;, € V}, such that

uy, = argmin J(vp). @)
eV

where f = 7 sinzx and Jvp) = [ |V, 2dx — [ fudx.

1. (10 %) Let u;, € V), be given by (I). For any v, € V,,,r € R, consider the
following auxiliary function

g(0) = J(uy + tvp). )

(a) Prove that g(0) = mirll g().
teR
(b) Verify that

1 1
g’(())zf u;lvgldx—f Sfvpdx. 3)
0 0

1 1
f u,vdx = f fvdx v, € V. )
0 0

2. (10 %) Use gradient descent method to solve problem (I) for & = 1,1, %
and plot the corresponding solution u,.

(c) Prove that

Problem 2 (25 %) Consider a sequence of uniform grid on interval [0, 1] as follows:

+1:1, xk:—J k:1,2,3,

_ ok
0=xf<xb << ITNT

k
with i, = 1/(Ny + 1) and Ny = 2¢ — 1. On each level k, we have the standard
linear finite element space V,’l‘ with standard nodal basis functions ¢f . Denote all
the interior nodes x*, j=12,---, Ny onlevel k by Ny, the so-called hierarchical
basis (HB) refers to a special set of nodal basis functions

{¢F : X e NNy, k= 1,2,3)



We shall denote the scaled HB by {¢;}, i = 1,2,---,7 as shown in Figure E}
Show that [} y/y/dx = 0if i # |

Figure 1: One dimensional Hierarchical basis

Problem 3 (15 %) Given a uniform mesh 77, of [0, 1] with mesh size A, define finite
element space

Vi = {v : v is continuous and piecewise linear w.r.t.77,}.

Given u(x) = x2, we define its finite element interpolation, u; € Vj, as follows:

N
() = > u(x)gi(x), 5)
i=1
where {¢i(x)}§\; , are the nodal basis functions of Vj,.
Prove that
ll = wfll < 16>

Problem 4 Consider the activation function ReLU(x) = max(0, x). Answer the next
questions about deep neural networks with ReLU activation function on R.



1. (5 %) Consider the next deep neural network function with one hidden
layer

1
g(x) = aiReLU(x) + a;ReLU(x — z) + azReLU(x—-1) VxeR.

Find a,, ay, a3 such that the function g(x) has the following explicit formu-
lation

0 x<0

2x 0<x<1i
g(x) = | 2.

21-x) ;<x<1

0 1<x

Hint: Check this one interval by one interval.

2. (5 %) Given a uniform partition 716 on [0, 1]:

J

O=X()<X1<"'<X16=1, xj:E

(j=0,1,---,16).

And the finite element space
Vie = {v : v is continuous and piecewise linear w.r.t.7¢}.

Consider a v(x) € Vi where v(x;) = a; forsome a; € Rand j =0,1,-, 16,
please find ¢; for j = 0,1, -, 16 such that

16
v(x) = ) eReLU(I6(x — x;)), Yxe[0,1].
=0
Hint: Check the identity by intervals from [x, x;] to [x}s, X16].

3. (5 %) For a more compact formula of g(x) as a one hidden neural network,

Wi b]
please find V = (vi,v5,v3) € RPS, W = [wy[,b = |by| € R*N and c € R
w3 b3
such that
g(x) = VReLU(Wx + b) + c.
Hint: Write the definition of g(x) in a matrix version.
4. (5 %) Plot functions g, and g3(x) for x € [0, 1]. Here g,(x) and g3(x) are
defined as
&2(x) = gog(x) = g(g(x)), VYxe[0,1],
g3(x) = gogogx) = gg(g(x)), VYxel0,1].

Hint: Check this by intervals.



5. (5 %) Prove that this function g(x) can be represented by a deep neural
network with two hidden layers. In other words, please find (W;, b;) for
i=1,2,3 such that

gz(x) = W3ReLU (WoReLU (W x + b)) + by) + b3, VYx€][0,1].
Hint: Recall that g(x) = VReLU(Wx + b) + ¢ and g>(x) = g o g(x).
Problem 5 Consider data sets A;, A, C R? defined by:

2 V2 2 V2 2 2 2 2
A= {(o, \@,(%, %x(«/iox (—g, %x (- xf2,0>,(—§,—§>, (0,—{2),(%,—%)},

and
Az = {(0, V5),(V2, ¥2),(V5,0), (- V2, ¥2), (= V5,0), (- V2, = ¥2), (0, - V5),(V2,- V2)}.

1. (5 %) Consider ¢(x1, x,) = 3 — x7 — x3, please verify that
1 1
e(x1, x2) > 3 Y(x1,x) €Ar and  @(xg, x2) < ) Y(x1, x2) € As.

2. (10 %) Prove that there exists a one hidden layer ReLU DNN function

P(x1, x2) = Z aioc(w; - (x1,x2) + b;),
=1

where o(x) = ReLU(x) = max{0, x}, such that
G(x1,x2) >0 Y(x;,x) €A and @(xy,x) <0 VY(xi,x) € As.

(That is to say A; and A, can be (nonlinearly) classified via one hidden
layer ReLU DNN.)

Hint: Use the universal approximation property for one hidden layer DNN
with ReLU activation function (non-polynomial) to approximate the func-
tion ¢(x1, x,) defined in last question.

Optional Problems

Problem Consider ¢(x,y) defined by
X

B2(53) = 25 +823) - 2(52) 0<x<1,0<y<],

where g,(x) = g o g(x) = g(g(x)) is defined in the previous problems.

1. Plot the function ¢,(x,y) forO < x < land0 <y < 1.

2. Furthermore, consider

xX+y
2

where g3(x) = goga(x) = gogog(x) = g(g(g(x))) is defined in the previous

problems. Please plot or describe the properties of ¢3(x, y).

$3(x,y) = 2(g3(§> + g3<§) —g(=2) 0<x<1,0<y<l,



