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1. Z=HM, Duke University

M H: Distributed-Memory Hierarchical Matrix Algebra

# Z . We introduce a distributed-memory algorithm for H-matrix application,
composition and other related operations which avoids the need for the Q(p”2)
scheduling procedure used in previous work, where p is the number of processes.
Furthermore, we demonstrate that our algorithm is able to effectively use O(N) processes
for N>\ H-matrix and achieve strong scalability to more than an order of magnitude
processes than previous results. We also show some recent advance in the large scale
iterative solver for H-matrix.
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AR H: Convergence analysis and HPC results of the Parareal and MGRIT algorithms for
time-dependent problems

FE: This talk focuses on developing and analyzing parallel-in-time (PinT) multigrid
solvers, including the standard and diagonalization-based Parareal and
multigrid-reduction-in-time (MGRIT) algorithms. We applied these PinT algorithms to a
popular suite of benchmark problems and compared their parallel performance.
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& H: Performance Optimization of the HPCG Benchmark on the SUGON 7000
supercomputer

fE: The High Performance Conjugate Gradient (HPCG) benchmark is the well-known
algorithm that solves a large sparse linear system using multi-grid pre-conditioner in the
CG iterative method. It is designed to better represent modern application workloads that
mainly depend on memory system and network performance. SUGON 7000 is a new
designed DCU accelerated heterogeneous supercomputer system which is composed of
the latest developing HYGON CPUs and DCUs. Therefore, we believe that the HPCG
optimization work would be an important prior experience for the later applications
porting and optimization. In the present work, the key HPCG optimization skills can be
concluded as follows: first, block coloring method is implemented to increase the right
vector x memory access locality; second, an improved ELL data format is developed to
better utilize the DCU shared memory for the stencil case; last but not least, several
algorithm procedure is improved to reduce memory access. Finally, we achieve a high
performance of over 1.43 pflops.



