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Highlights

e We formulate the discretized FSI system as saddle point problems.
e We analyze the well-posedness of the FSI saddle point problems.
e We propose optimal preconditioners for FSI discretized systems.

Abstract

In this paper we develop a family of preconditioners for the linear algebraic systems arising from the arbitrary Lagrangian—
Eulerian discretization of some fluid—structure interaction models. After the time discretization, we formulate the fluid—structure
interaction equations as saddle point problems and prove the uniform well-posedness. Then we discretize the space dimension by
finite element methods and prove their uniform well-posedness by two different approaches under appropriate assumptions. The
uniform well-posedness makes it possible to design robust preconditioners for the discretized fluid—structure interaction systems.
Numerical examples are presented to show the robustness and efficiency of these preconditioners.
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1. Introduction

Fluid—structure interaction (FSI) is a much studied topic aimed at understanding the interaction between some
moving structure and fluid and how their interaction affects the interface between them. FSI has a wide range of
applications in many areas including hemodynamics [1-4] and wind/hydro turbines [5-8].
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FSI problems are computationally challenging. The computational domain of FSI consists of fluid and structure
subdomains. The position of the interface between fluid domain and structure domain is time dependent. Therefore,
the shape of the fluid domain is one of the unknowns, increasing the nonlinearity of the FSI problems.

Many numerical approaches have been proposed to tackle the interface problem of FSI. The arbitrary Lagrangian—
Eulerian (ALE) method is commonly used. ALE adapts the fluid mesh to match the displacement of structure on inter-
face. Other approaches, such as the fictitious domain method [9,10] and the immersed boundary method [11-13], have
inconsistent fluid and structure meshes and, therefore, need special treatment at the interface, such as interpolation
between different meshes. In this paper, we focus on the ALE method.

There is much research focused on solving the fluid—structure interaction problem numerically using ALE formu-
lation. These studies can be roughly classified into partitioned approaches and monolithic approaches [14]. Partitioned
approaches employ single-physics solvers to solve the fluid and structure problems separately and then couple them
by the interface conditions. Monolithic approaches solve the fluid and structure problems simultaneously. Depending
on whether the interface conditions are exactly enforced at every time step, these approaches can also be classified
into weakly and strongly coupled algorithms. Weakly coupled partitioned approaches are usually considered unstable
due to the added-mass effect [15]. A semi-implicit approach proposed in [16] can avoid the added-mass effect for
a wide range of applications, but it is subject to pressure boundary conditions. Several types of semi-implicit meth-
ods were proposed in [17,18]. Strongly coupled approaches are preferred for their stability. Although it is possible
to achieve the strong coupling via partitioned solvers (by fixed-point iteration, for example), they usually introduce
prohibitive computational costs due to slow convergence [19]. In this paper we consider monolithic approaches that
strongly couple fluid variables with structure variables and we address some solver issues.

A great deal of work has been carried out to develop monolithic solvers for FSI [20-23]. In [24], a fully-coupled
solution strategy is proposed to solve the FSI problem with large structure displacement. The nonlinearity is
handled by Newton’s method and various approaches to solve the Jacobian system are proposed. Block triangular
preconditioners and pressure Schur complement preconditioners are used for the preconditioned Krylov subspace
solvers. However, in [20] it is pointed out that block preconditioning for fluid and structure separately cannot resolve
the coupling between fields and it is proposed that structure degrees of freedoms on interface be eliminated in order to
effectively precondition degrees of freedom at the interface. In [23,25-27], a Newton—Krylov—Schwarz method for FSI
is developed. Additive Schwarz preconditioners are used for Krylov subspace solvers and two-level methods are also
developed. In [28,29], ILU preconditioners and inexact block-LU preconditioners are proposed to solve FSI problems.

In this paper, we reformulate semi-discretized systems of FSI as saddle point problems with fluid velocity, pressure
and structure velocity as unknowns. The ALE mapping is decoupled from the solution of the velocity and pressure.
Then, we carry out our theoretical analysis and solver design under this framework. With particular choice of norms,
we prove that the saddle point problem is well-posed.

For the finite element discretization of FSI, we propose two approaches to prove the well-posedness. The first
introduces a stabilization term to the fluid equations and the second adopts a norm of the velocity space that depends
on the choice of the pressure space. Both of these approaches lead to uniform well-posedness of the finite element
discretization of the FSI model under appropriate assumptions.

Based on the uniform well-posedness, we propose optimal preconditioners based on the framework in [30,31] such
that the preconditioned linear systems have uniformly bounded condition numbers. Then, we compare the proposed
preconditioners with the augmented Lagrangian preconditioners [32—35]. These preconditioners are all block precon-
ditioners and their application requires efficient sub-block solvers. To test the preconditioners, we solve the linear
systems coming from the discretization of the Turek and Hron benchmark problems [36]. The iteration counts of
MINRES with several preconditioners are compared.

The rest of this paper is organized as follows. In Section 2, we introduce an FSI model and the ALE method.
In Section 3, we study the proposed time and space discretization and its well-posedness. In Section 4, we propose
optimal preconditioners for the discretized systems and demonstrate their performance with numerical examples.

2. An FSI model

We consider a domain 2 ¢ RY(N = 2, 3) with a fluid occupying the upper half 2y and a solid occupying the
lower half (2, as illustrated in Fig. 1.
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Fig. 1. Moving domains of FSI.

Let I' := 342y N 942 be the interface of the fluid domain and the solid domain. On the outer boundary of the solid
312\ I', the solid is clamped; namely, the displacement of the solid is zero on 9 {2\ I". In this paper, we always assume
that both 942\ 1" and 327\ 1" have positive measures.

In addition, we assume that the interaction of the fluid and solid only occurs at the interface, and the interface I"
may move over time due to this interaction. We assume that the outer boundary is fixed. In the dynamic setting, we
use §2¢(t) and (% (¢) to denote the domains at time ¢ € [0, T]. The domains satisfy Q= fo(t) U 2(t) and I'(r) =
0027 (1) N ALA(2).

We denote the reference domains by

Q= 0270), =120
and the domains at time ¢ by
szgf(t)» 2 = ().

The motion in the fluid and structure can be characterized by a flow map x(X, t); namely, the position of the particle
X at time ¢ is x(X, ¢). Then, given ¢ > 0, x(-, t) is a diffeomorphism from §2(0) to £2(¢).

For (x,1) € £2(0) x [0, T], we introduce the following variables in Lagrangian coordinates: the displacement
a(x, 1) = x(X, t) — X, the velocity ¥(X, t) = %(f{, t), the deformation tensor F (X, ) = g—,’{(ﬁ, t), and its determinant
J(X,1) = det(F (X, 1)). Using the relationship x = x(X, t), we also introduce the velocity in Eulerian coordinates:
V(x, 1) = V(X, t). The symmetric part of the gradient is denoted by €(v) = w.

Let us now introduce a simple FSI model which consists of the incompressible Navier—Stokes equations for the
fluid (in Eulerian coordinates) and linear elasticity equations for the structure (in Lagrangian coordinates) (see Fig. 2).

For clarity, we start with the momentum equations for fluid and solid both in Eulerian coordinates:

prDVy =V -op=gs, infy,
and
psDivg —V-0os =g, in (k.

Here o r and o 5 are the Cauchy stress tensors for fluid and structure, respectively. Here D;v s and D, v are the material
derivatives.
On the interface I' = 042y N 9 (2, the interface conditions are given in Eulerian coordinates as

vVi=V, and om=osn onl. (N

Note that we neglect some effects such as the surface tension in this model and thus the stress is continuous on
interface.
While we keep the Eulerian description for the fluid model, we use the Lagrangian description for the structure.

Accordingly, we introduce the following Sobolev spaces:

V= {(vy, V) € HY (27 (1)) x H)(§2) such that v o x; = ¥, on [}, )
where

HY(2:(0) = {ue H' (2;@)Nu=0, ondR N a0y},

HL(2) = fue (H' ()" u=0, on 2N},
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and

Q= L* (27 (1)).

V is defined for the fluid velocity in Eulerian coordinates and the structure velocity in Lagrangian coordinates. The
condition v o X; = V, is used to enforce continuity of velocity in (1). We will discuss the choice of norms for these
spaces in the next section.

In order to formulate the problem weakly, we use test functions defined on {2, With the test function ¢ € HO1 1),
we first write the weak form for the fluid and structure, respectively:

f ,ofD[quSdeL/ af:e(¢)dx—/ afnf-¢dx:/ grodx,
2 2 r Q2

f psD,vs¢dx+/ oy : e(q))dx—f o Ny ~¢dx=/ gsPdx.
02 2 r 2

We add these two equations based on interface conditions (1):
f prDivrdpdx + / or:e(@)dx+ / s Divs@pdx + / o :€e(P)dx = f grpdx + f gsdx.
2y 2y 52 2 o £
By a change of coordinates x = x(X, t), the stress term of structure part can be written in Lagrangian coordinates

f os:e((b)dx:/: 6X:V,;4ASF_IJAd§:/A (J6,FT) : Viddg,
: , Qs

s s

where (i(f(, 1) = ¢(x(X,1),1) and 65(X, t) = 0,(X(X, t), ). We also change the coordinates for the inertial term and
the body force term. Then, we get the following weak form of FSI:

./.Q prtVf¢ +oy: €(¢)dx+[ lssattﬁsﬂa + Py V‘idﬁ = /Q gf¢dx+[ Jgs¢dx, 3
S f

[25 s

which holds for any ¢ € V. Here, the density of the structure p is defined as
PR, 1) = J R, )ps (XX, 1), 1)

and P, = J6,F T is the first Piola—Kirchhoff stress. By the conservation of mass, g is independent of ¢.

The variational formulation (3) holds for general fluid and structure models described by the Cauchy stresses o ¢
and oy, respectively. We now make some specific choices for oy and oy.

For the fluid, we use the incompressible Newtonian model, which is given by

or=2ure(vy) — pl “4)
and
V.vy =0.

For the structure, we use the linear elasticity model (for small deformations) in Lagrangian coordinates, which
corresponds to the following approximation:

P, ~ Py = puse(iy) + A,V - L (5)
Initial and boundary conditions. We consider the following Dirichlet boundary conditions:

T v?, on 92y N2,
u; =0, ondf Naf,

and initial conditions
1, (0) = uy o, 070, (0) = uy 1, vr(0) =vyo.

In the rest of this paper, we do not rewrite the initial conditions in the weak formulations for brevity. Moreover, we
assume V? = 0. That is, there are only homogeneous Dirichlet boundary conditions for the fluid problem.
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Fig. 2. Computational domains of FSI.

Together with the continuity equation and interface condition, the weak formulation of FSI is as follows:
The weak formulation of FSI: Find vz, p and @ such that for any given ¢ > 0, the following equations hold for any

(¢, ¢) € Vand g € Q:

(Bsdhelis, ) gy + (r Devy @), + Br V) gy + (@5 €@y = (T35 b) + (g7 B),
(Vv o, =0, (©6)

VfoXs = 8tﬁsy onl'.

Remark. The solutions v, p and 1 are in some specific function spaces that require sufficient regularity in the time
variable. Since the regularity in time variable is not discussed in this paper, we do not introduce these spaces in the
weak formulation.

3. Finite element discretization based on the ALE method

In this section, we consider both time and space discretizations of Eq. (6) and discuss the well-posedness. We first
discretize the time variable ¢ with uniform time step size k:

t"=nk, n=0,1,...,

and use the finite difference method to discretize time derivatives. For the space—time formulation of FSI, we refer
to [37,38] and references therein.

Since the function spaces usually depend on #, we use the superscript # to indicate that the function space is at time
t". For example,

V" = (v, ¥5) € H) (27 (") x H}({) such that v o X" = ¥, on I'}.

We use an ALE approach for the discretization of spatial variable. In this approach, the structure domain is dis-
cretized by a fixed mesh on the initial domain (25 and the fluid domain is discretized by a sequence of moving meshes
on the moving domain {2/ (¢).

3.1. Time discretization

Time discretization for the structure domain. Without loss of generality, we consider for the time discretization of the
structure variables the following simple finite difference schemes:

an+l o

~ N u
(B 5)" ~ (3 4l5)" ! = "
X X ! —2dn 4!
Bl & By )" = S

Other popular time discretization schemes such as the Newmark method [39] can also be used.

)

Time discretization for the fluid domain by moving meshes. We need to find a mapping to move the fluid mesh such
that it matches the structure displacement on I' and remains non-degenerate in {2, as time evolves. This mapping
is a diffeomorphism in continuous case, and we use piecewise polynomials to approximate it in discrete case. For a
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Fig. 3. ALE mapping.

triangular mesh, only piecewise linear functions preserve the triangular shape of the elements in the mesh. In the rest
of this paper, we assume that the mesh motion is piecewise linear. We denote the image of {2, under the piecewise
linear map xj, s by .Q;’c .Q;i is discretized by a moving mesh with respect to time, denoted by 7}, (Q}). Note that .Q;Z
is a polygonal domain in 2D, and a polyhedral domain in 3D. .Q; is a result of numerical discretization, and is, in
general, different from the domain shape {2 (¢"") in the analytic solution of (6).

The technique we use to determine the mesh motion is the ALE method. First introduced for finite element
discretizations of incompressible fluids in [40,41], the ALE method provides an approach to finding the fluid mesh
that can fit the moving domain {27 (¢) (see Fig. 3).

There are two main ingredients in the ALE approach:

1. Defining how the grid is moving with respect to time such that it matches the structure displacement at the
fluid—structure interface.
2. Defining how the material derivatives are discretized on the moving grid.

Given the structure trajectory X defined on I', the moving grid can be described by a diffeomorphism A" : ) >

{2y that satisfies

{A” ®) = &, on 32y Nas2, ®

A'X) =x; (X, 1), on I.
ALE mappings satisfying (8) are by no means unique. In the interior of fo, the ALE mapping can be “arbitrary”.
One popular approach to uniquely determine A is to solve partial differential equations

LA=0, in{y.

A popular choice for the operator L is the Laplacian, £L = —A.
To improve the quality of the fluid mesh with respect to the displacement of the structure near the interface, the
following elasticity model is often used [42]

LA=—-pAA—-LV(V-A).

For more choices of formulating the ALE problem, we refer to [5,41] and references therein.
Discretization of the material derivative. With the ALE mapping A introduced, material derivatives can be written as
follows:
D;v =0, v+ (v-V)v
=0v+ (B A-V)V+ ((v—9,.4) - V)v
=, v(ARX, 1), 1) + ((v—9,4) - V)v.

Using the simple approximation:

VIAGK, "), it — v(AR, ), )

alV(A()A(, t’l+l), tn+l) ~ 8$V|(A(,}’tn+l)’tn+l) =

k
and
. 5 A, 1" — AG, 1)
(0 A X, 1) ~ (0r,n AKX, 1) = T ,
we obtain an approximation of material derivatives as follows:
(D" & (D)™ = 37 v 1) + (v = ) - V)V 1T, ©)

for x = A(X, 1"1).
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With the aforementioned discretization of material derivatives, we write the momentum equation of Navier—Stokes
equations as

PrAV+pr((Vy— 83 A) VIV~ V-0 =g;.
Once the time derivatives are discretized using (7) and (9), we obtain the fully implicit scheme.
Fully implicit (FI) scheme: Find v'}“ € V’}“, 't e Vg, p e Q"' and A" € H'(§y) such that for any
(¢.4) € V"l and g € Q"

(Bs Qo n8)", 8) ¢ + (0 (Desv )", $) o, + (' e(@))
+ @ V), = (T, ) + (g7, 9),
(Vv g)g, =0,
V'J’c+1 ox?"'1 = (8t’hﬁs)n+1, onl, (10)
LA™ =0, in 2y,
AN &) =%, ond2,Na0,
A &) =k +a*!, onl.

The structure displacement ﬁ?“ serves as the boundary condition for the ALE problem. Note that A”*! has to be
a homeomorphism. The fluid stress a? !'is defined by (4) in terms of V? ! and p"t1. The structure stress P;’“ is

defined by (5) in terms of &7 *!.

In the FI scheme, nonlinearity comes from the convection term and the dependence of the Navier—Stokes (NS)
equations on the ALE mapping. To solve (10), Newton’s method or fixed-point iteration may be used to linearize the
problem.

Another frequently used linearization of the FI scheme is the following geometry-convective explicit scheme
[4,43,44].

Geometry-convective explicit (GCE) scheme: Find V’}+1 € Hy(2p@"), 0™ e H Ig(fzy), p € L2(2/(t")) and
A1 e H' () such that for any (¢, ¢) € V" and ¢ € Q”,

(o Qv $)a, + (s @)™, §)py + (@' e(@))
+ @I V@), = (g5 — (Vi = 0 s A" - VIVE @), + (&5, ),
V-Vt o, =0,
v'}“ ox! = (840", onl, (1)
E.An_H = 0, in f)f,
AN &) =%, ond2,Naf,
A @) =R+ 0/ ®) + kv ox}(R), onT.

The boundary condition for A"*! is given by u?, the structure displacement, and v’}, the fluid velocity, from the

previous time step. Thus, the solution of A" is decoupled from solving momentum and continuity equations. After
A"t i solved, the mapping from (2r to {2(t") is known and 8,,;1A"H can be calculated. In (11), the convection
term is explicitly calculated using 9, ;.A4"*! and V’}

(Vf}.Jrl — g ATy Vv;-Jrl ~ (Vi — d p AT Vv (12)
The GCE scheme in the literature has the following linearization of the convection term [4,43,44]:
(vf}“ — gAMLy vV'}“ ~ (V=0 AT - w;“. (13)

We take (12) instead of (13) since the former results in symmetric variational problems and facilitates our analysis.
However, we also briefly discuss about the unsymmetric cases due to (13) in the next section.

Since the solution of A" *! is decoupled from momentum and continuity equations, we do not rewrite the equations
about A in the GCE scheme in the rest of the paper.



76 J. Xu, K. Yang / Comput. Methods Appl. Mech. Engrg. 292 (2015) 69-91

Change of variables for structure equations
Note that the discretized interface condition for the velocity is

~n An—1
u; —u A

n n S
viox!, = , onl.
f s,h k

The velocities of fluid and structure are assumed to be continuous on the interface 1. By introducing the structure
velocity in the same fashion as in (7),

vi="—3" (14)
the interface condition becomes
Viox! =¥, onl.
Therefore, the unknowns v and Vv, are continuous on I” with a change of coordinates for v f and (v’}, v7) belongs

to the space V”. Instead of W5, we take v, as one of the unknowns since it facilitates our theoretical analysis in the
next section. We change the variables in the GCE scheme and get the modified GCE scheme:

Modified GCE scheme: Find (v'}“, €f§’+1) € V" and p € Q" such that V(¢, qA)) € V' and Vg € Q",

1 1 opit s
LPrvET 0o+ 2T ) + (@ @),
+k@ T, V) = (37 B, + (3 D), (as)
V-Vt ga, =0,
where
gr =g — (V= n A" - VIV + oy V) /K
gs = ]gs + ﬁse?/k - Ps(ﬁg)
P, (¥"*1) is in terms of ¥/*! instead of &"*!; that is,

P, (") = ue @ 44,V -9

3.2. Space discretization

The structure domain {2 is discretized by a fixed triangulation, denoted by 7}, (£25). The corresponding finite ele-
ment space is defined as:

Vis = {0 € H)() 18], € Py, VT € T,(12)).

The fluid domain {27 is moving over time due to the interaction. At time ¢ = 0, we have the initial triangulation
Ty (f)f) on D)‘ In this paper we only consider the case in which T}, (f)s) and Th(fZ ) are matching on the interface I.

For t > 0, the fluid domain {2 () evolves due to the motion of interface. Therefore, we discuss the discrete in-
terface motion first. The structure displacement ug provides the motion of the interface. Note that u, is in some finite
element space and, therefore, the displacement of the interface I" is piecewise polynomial. This approximation of
interface motion introduces additional error, besides that of approximating velocity in H! and pressure in L? with
piecewise polynomials. Since only the triangular elements are considered in this paper, we use piecewise linear inter-
face motion, which transforms a triangular element to another triangular element. If higher order elements are used
for the structure displacement, like P2, interpolations have to be performed in order to get P1 interface motion. For
example, the interface motion of GCE scheme is approximated by

X R) ~ &+ I @7 + kv oxp)R), Rel.

Here, th is a interpolation operator, the range of which is the space of the continuous and piecewise linear functions.
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Discrete ALE problem. With the discrete boundary motion provided, we solve a discrete version of the ALE equations.
We only consider piecewise linear ALE mappings to keep the mesh triangular. Once we obtain the discrete ALE
mapping Aj, the fluid triangulation on the current configuration can be obtained. Denote the set of grid points for the
triangulation of 7T}, (f) ) by

Niv={&;i=1:np).
Then, the set of grid points for the triangulation of 7} (Q;i) is given by
NI = (! = Ay, )i = 1 np, 5 € Niy).

Therefore, T, (Q”) is obtained accordingly. Since the grid points are moved according to Ay, we know that no inter-
polation is needed for evaluating the material derivative D,v at grid points.
We define the finite element spaces for the fluid velocity and pressure on the triangulation Th(Q?):

hp=1ve Hy(2)) : Vl; € P, ¥7 € TH(2))},
and
={g € L*(2}) : qlr € P1, VT € Ty(2))},

where m and [ denote the orders of finite elements.
Global finite element space. We define the finite element approximation of (2) as follows:

V”“ {(vp,¥g) ivy € VZJ}I, Vs € Vi, vy oxztl =V, on[}.

Note that the space is for both velocity unknowns and the test functions in the variational problem.
Modified GCE finite element scheme: Find (v"+1, vty € V7 and p € Qf such that for all (¢, $) € V/} and
q € Q.

—(pr ¢>gf+ Lo, $)p + (@ @),

+k<Ps(0"“),V¢)Q = (Fr. P, + (& D) g (16)
vV -vith gq, =0.

We note that GCE can be used in fixed-point iterations to achieve strong coupling with the fluid mesh motion. It can
also be used to construct semi-implicit schemes since it automatically couples fluid velocity and pressure with struc-
ture velocity. It is well-known that although fully implicit schemes are considered most stable, semi-implicit schemes
have much less computational cost and are stable for a wide range of problems. We refer to [16—18] for stability issues
of semi-implicit schemes.

Newton’s method can also be used to linearize the FI scheme [45], where shape derivatives have to be calculated.
However, we do not consider this type of nonlinear solvers in this paper.

There are many different approaches to enforce interface conditions. Many of them use Lagrange multipliers [4,46]
and this introduces additional degrees of freedom. An approach to avoiding Lagrange multipliers is to consider veloc-
ity and displacement in the entire domain [36,47,14]. The velocity in the structure domain is naturally the time deriva-
tive of structure displacement, while the displacement in the fluid domain is the mesh displacement [47]. In [17,28,29],
fluid velocity, pressure, and structure velocity are considered as unknowns. In our approach, we also use this velocity—
pressure formulation of FSI to facilitate our analysis.

In the next section, we start our theoretical analysis based on the formulation in (15) and (16).

3.3. Reformulation as a saddle point problem

For brevity, we do not keep the superscript n and we use Vj, and Qy, instead of V} and Q7. In this section, we focus
on the linear systems resulting from (15) and formulate them as saddle point problems. For the space V, we assume
that X; = Xy, ; namely, X, in the definition of V is assumed to be piecewise linear on the triangulation 7}, ({2). As a
consequence, Vy is a subspace of V. Similarly, Q;, C Q. Forv € V, we use v and Vv to denote its fluid and structure
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components, respectively. This convention applies to other functions in V, suchasu = (uy, ;) € Vand ¢ = (¢, (3 s)
€ V. To guarantee the continuity of velocity on interface, we use polynomials of the same order for the fluid velocity
and structure velocity.

We introduce the following definition of the H I norm forv = (v 1 v,) € V:

2 _ 2 v l?
IVl = 1vrlly o, + “VS”LQS’

and define the following bilinear forms for v = (vy, ¥y) € V, ¢ = @y, &S) eVand peQ

a8 = (o1 b, + L Bii g, + ety € e,
(g€ (¥5), €() p + KOV - 95,V )y
and
b(v,p)=(V -V, p)o;.

In this paper, we assume the material parameters to be constant within the fluid domain and the structure domain.
With the bilinear forms defined, (15) can be reformulated as a saddle point problem:
Find v € V and p € Q such that

{a(v, ¢ +b(d,p)=(g.¢), YoeV,
b(v,q) =0, Vg eQ,

where (g, @) = (g7, ¢ ) + (&s, qASS). This type of problems has various applications, for example in Stokes equations
and constrained optimization, and is well studied [48,49].
In order to study the well-posedness of this problem, we need to carefully define norms for V and Q as

a7

forallveV, |v|} =a(v,v)+r||V- vf||gﬂf,
forallg € Q, lqliy =r"lqll3,
where
r=max{l, uy, pfkfl, Psk ™ kg, k). (18)

It is well-known that (17) is well-posed if the following conditions can be verified [49]
a(-, ) is bounded and coercive in Z := {v € V|V - v = 0 in {2/}, (19)

b(-, -) is bounded and satisfies the inf—sup condition
b
‘ (v, p) = B> 0, (20)
peQyev IVIvilpllo

In the rest of the paper, we prove the boundedness and coercivity of a(-, -) and the inf—sup condition of b(-, -) in order
to show the well-posedness of saddle point problems, like (17).

We would like to emphasis here that the parameter r in the norms is crucially important for our analysis as well
as the construction of robust preconditioners. Without r, we cannot prove that the well-posedness is uniform. For
example, for the seemingly natural choice that » = 0 in the definition of || - [y and » = 1 in the definition of || - || g,
the boundedness and inf—sup condition of b(-, -) can still be proved but will be parameter dependent and not uniform.

By definition, it is straightforward to prove the conditions on a(-, -) since

aiv,v) = |lvl|>, VveZ. (21)
The boundedness of b(-, -) follows from the definition:

b(v.q) < IV vl llglo < 21V - vilo.o,r llgllo < IVIvigllo. (22)
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Now, we need to prove the inf—sup condition of b(, -). First, we have the following lemma.

Lemma 1 ([50]). Let 32p C 912 satisfy |0§2p| > 0 and |0§2\ d2p| > 0. Then there exists a constant C such that
(V-v,q)

> Cligllo.o, forallg e L*(2),
VEHLI)(.Q) ”VHI,Q

where H})(2) = {ve H'(2)|v(x) = 0, forallx € 32p).

The following lemma is the key ingredient in proving the well-posedness of (17). In this case, the fluid domain
is deformed due to the motion of the structure. In the GCE scheme, X, is treated explicitly and the inf-sup constant
depends on x;.

Lemma 2. Assume that

X, € W) and  inf det(Vx, (%)) > 0.
Xell

Then the following inf-sup condition holds
bv.g) o 1
a€Qyev IVlliligllo ™ dé\’/2+1dl’

where
do = max {sup 1Y%, ®) 12, 1} . dj =max {sup {det(sz(f())_l} , 1} . (23)
kel xel
Note that N = 2, 3 is the dimension of the FSI problem and || VX, |2 is the induced matrix 2-norm.
Proof. Based on Lemma 1, we know that with giveng € Q = Lz(Qf), we can find
Vi€ Hy(2y) = {ve H' (2y) and v]30,n900 = 0}
such that

(Vv Do,
Ivslite, lallo.e, ™

Then, we take v, € H ll)(fls) satisfying v o X = V; on I" and
f Vi, : V=0, forallg e (H} (%)Y, (24)
£

Then, we know that v := (v, ¥;) € Vand ||V ||szx < ||y ”1/2,30;'

The structure flow map x; maps from I'toI'. xgisa diffeomorphism and we denote its inverse mapping by X =
X;(x). By Nanson’s formula [5], the following inequality about surface elements ds and ds holds

d3(%; (%)) < det(VR; (X)) [ (VR ()~ [l2ds (%)
= det(V5) ™ |3, (0 | V¥s 3k, 0 1205 ().
Givenx,y € I', |x — y| denotes the distance between x and y on I'. It is easy to verify that

x5 (X) — X (¥)| < sup | Vx;(Z)[2]X — §| < do|X — ¥
zel’

and, accordingly,

dist(x4(X), I') = inf |xg(X) —y| = inf [x,(X) — X,(§)| < dp inf [X — §| = dodist(X, D).
yel’ yel’ yel’
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The integral on the interface I" can be estimated as follows:

o Xy - O Xy $)1? ACAN gA A S
vy oxl? Hy () — // vy o) Avf % Q) ds(x)ds(y) + u ds (%)

X — IV N
- Vi o X ®) = v o X O xR —x, @IV
= / / Ixs (X) — x;, (D) |V P ds(X)ds(y)

/‘ vy oxy(x)|2 dist(x(X), 8[’) A5R)

dist(xs(X), 0I")  dist(x, BF)

N Viox,R) —viox, M . . . . / Vioxs(R)* . .
=4 /r/p @ —x@N  LEEN T [ e ®, oD ™

VX)) — vyl _
<dy / SR VY Get(Vxy) T2V 13ds (x)ds (y)
rJr [x —yl

|Vf(X)|2 1
d ————— det(Vxy VX ll2d
+ Of dist(x, a1 et(VxXy) [ VXgllads(x)

N42 2 |vf(x)—vf(y)|2 > / vy )
<dy*d; f / yiv ds(x)ds(y) + djd, pdist(x,al")ds(x)
and

vy ox,12, » < dodilIvel2,

2 -

Therefore,

N+2 2
||vfoxy|| 1 < d)2d vy v

@I = )

Based on the intrinsic definition of the semi norm
2 2
) V) = V()] / vyl
v — " ds(xX)d —————d )
Vol = /p P A A T TE R
we know that [51]
|Vf OXS'l/zﬁfo = |Vf oxSlH(;({z(ﬁ) = |€’S|1/2’3f2x'
Then
dN+2d2

< 19012

196 5 SII3 0 S

N+2
S vy oXslly oy S o diIVs I ag,

2
S Iv/I3 g, -

Therefore, we have
VI S dy i Ivelli g,
and
Vovege, o 1
Ivlitliglio Ndém“dl'
This finishes the proof. [

With the inf-sup condition of b(-, -) proved, the well-posedness of (17) is shown.

Theorem 1. Assume that at a given time step t", there exist positive constants Co and C such that

sup VX, (®)l2 < Co. sup fderVx, )~} = €,

gel xel
where the positive constants Co and Cy are independent of material parameters and time step sizes. Then, under the
norms || - |lv and || - || g, the variational problem (17) is uniformly well-posed with respect to material parameters and
time step sizes.
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Proof. We prove this theorem by verifying Brezzi’s conditions (19) and (20).
The boundedness and coercivity of a(-, -) are shown by (21) and the boundedness of b(-, -) is shown by (22).
Therefore, we only need to prove the inf—sup condition of b(-, -).
Due to the choice of the parameter r, the following inequality holds:
vy <2Vl g, YveV. (25)
Based on Lemma 2, it indicates that
(V-v.q)p 1
inf su A} > N
9€Qyev lIviviglle ™ d, g

Since dyp < max{Cy, 1}, d; < max{C, 1} and Cy and C; are independent of material parameters and time step sizes,
the inf—sup constant is uniformly bounded below. Therefore, we have shown that (17) is uniformly well-posed with
respect to material parameters p s, fs, 4 f, fs and Ay and time step size k. [

Applications in unsymmetric cases
In the GCE scheme we are considering, convection terms are treated explicitly using (12). A more stable discretiza-
tion is to linearize convection terms by Newton’s method. This adds unsymmetric terms to the variational problem

c(u,v):/ pf(W~V)llf~Vf+/ prQag-Viz-vy,
Qf Q5

where w and z are functions obtained from previous iteration steps.
With the new term c(v, ¢) added, the following variational problem is also well-posed under certain assumptions.
Find v € V and p € Q such that

a(v, ) +c(v,9) +b(¢, p) = (f,9), VeV, 26)
b(v,q) =0, Vg € Q.
The well-posedness of (26) requires the boundedness and coercivity of a(u, v) + c(u, v).
First we have
ko 172
[ oy <c (—) [Wieelullv [Vl
2 Hf
and
/ pruy-Vyz vy < k| Vzllulv|vlv.
Q2
Then
1/2
e v) = (C (koy/rp)" IWlloo + Kl Vlloc) uly [¥I1v- @7)
Assume k is small enough such that
1/2
C (kps/1er)" IWlloo + kIl Valloo < co < 1,
where 0 < ¢g < 1 is a constant.
Then we have the boundedness and coercivity of a(u, v) + c(u, v)
2
a(u,u) +c(u,u) > (1 —co)flully,, VaueV, (28)

a@,v) +c@,v) < +colullvlvlly, VYu,veV.

The boundedness and the inf—sup condition of b(-, -) are not affected by c(-, -). Therefore, the well-posedness of
variational problem (26) follows based on standard arguments. (See Corollary 4.1 in [49].) We do not show the details
here. Although our study can be applied to unsymmetric case, we only deal with the symmetric cases in the rest of
this paper.

In the next section, we consider the well-posedness of the finite element problem (16).
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3.4. Well-posedness of finite element discretization

Since we have already assumed V;, C V and Q, C Q, (16) can be formulated as follows:
Find v;, € V;, and pj € Qy, such that

a(Va, @p) +0(Py. pr) = (8. bn), V¢, € Vi, 29)
b(Vh, qn) =0, Yan € Qn.
The well-posedness of this finite element problem can be proved with some additional assumptions.
The discrete kernel space is

Zp = Vi = (V£ Vin,s) € Val(V - Vi, 7, qn) 2, = 0, forall g, € Qp}.

As is pointed out in [52], for finite element spaces that do not satisfy Z; C Z, the uniform coercivity of a(-, -) in
Zj, cannot be guaranteed. In fact, if

r(V.-vg, V. Vf)Qf <a(v,v), forallveZ,

holds uniformly with respect to r, then it implies that V - vy = 0 in {27, i.e. v € Z. However, most commonly
used finite element pairs do not satisfy Z, C Z. Although there are exceptions like P4A-P3 in 2D, the choice is very
restricted. We propose two remedies for this issue: the first is to add a stabilization term to a(u, v) and the second is
to introduce a new norm for V.

3.4.1. Remedy I: stabilized formulation for finite elements
The first remedy we propose is to add the stabilization term proposed in [52]

am,v) =a(,v)+r(V-us, V- vf)gj..
Then a(u, v) is uniformly coercive in V}, since
a(u,u) = uly, Yue V. (30)

The stabilization term 7(V -uy, V - vr) o, is one of the key ingredients in our formulation. This term has also been
used in [53] to stabilize Stokes equations and the effects of this term on discretization error and preconditioning of
the linear system are discussed. Another type of stabilization technique, the orthogonal subgrid scales technique,
is applied to FSI in [28,29] to stabilize the Navier—Stokes equations with equal-order velocity—pressure pairs (like
P1-P1). The stabilization parameters of this technique are determined by Fourier analysis in [54].

The new FEM problem is as follows:

Find v;, € Vj, and pj, € Qy, such that

{ﬁ(vh, &) + by, pn) = (2. ,), Yo, €Vy,
b(vi,qn) =0, Vg, € Qp.

For this new formulation, we just need to prove the inf-sup conditions of b(-, -) in order to show that it is well-
posed. Similar to Theorem 1, the inf-sup conditions of b(-, -) also depend on x,. Note that X, is the solid trajectory and
is calculated based on the solid velocity calculated at previous time steps. Moreover, X; corresponds to mesh motion
and thus we assume that x; is piecewise linear on the triangulation.

€1y

Corollary 1. Assume that X is continuous and satisfies

Xslr € P1, VreTi(f) and inf det(Vx,) > 0,

Xel);

and that the finite element pair (Vy, ¢, Qp) for the fluid variables satisfies that

(V'V 5 ).Q
inf AMAFALLIUIS

p (32)
9@y ey, 1Vrlllglo
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Then the following inf-sup condition holds

. b(v,q) 1
inf su 2 N
a€Qu vev, IVIliligllo do/ a

(33)

Note that dy and d; are defined in (23).

Proof. Based on (32), we know that given any q" € Qu, we can find V}} € Vy, s such that

We take ¥! such that ¥ = v/, o x! on I"and
oh . 0
-/A VVS : V¢h =0, V¢h € Vh,s’

where Vg s ={veV,lv=0, on Bf)}. This discrete harmonic extension fff’ still satisfies

ch ch
”Vs ” l’f)‘v 5 “Vs “1/2’305

since fff is the projection of the continuous harmonic extension (see (24)) under the inner product (Vu, Vv).
Then, take v = (V’}, ffﬁ’) € V;,. We know that

VAT S dPar v
and, therefore, the following inequality holds

h _h
(V-v"a"a g lo
IV g

This finishes the proof. [
With the inf—sup condition of b(-, -) proved, the well-posedness of (29) follows.

Theorem 2. Assume that the assumptions in Corollary 1 hold and that at a given time step t", there exist constants
Co and C such that

sup [Vx,®)[l2 < Co,  sup {det(Vx, &)~} < 1.
xel xel’
Moreover, assume that Cy and C1 are independent of material and discretization parameters. Then, under the norms

Il - lv and || - || g the stabilized variational problem (31) is uniformly well-posed with respect to material and dis-
cretization parameters.

Proof. To prove this theorem we also verify Brezzi’s conditions.
The boundedness and coercivity of a(-, -) are obvious due to (30). The boundedness of b(-, -) can be similarly
proved by (22). Corollary 1 proves

¢ b(v,q) > 1
a€Qu ey, IVIliligllo ™ d{)\’/z“dl

Since (25) still holds for v € V;,, the following inf—sup condition is proved
b(v, 1
inf su v.9) 2 7 et
9€Qivev, I¥lvilglio ™ 4)'/**'a,

N/2-1 41
1

Moreover, the inf-sup constant do_ is uniformly bounded below due to dy < max{Cyp, 1} and d; < max
{C1, 1}. We have verified all the Brezzi’s conditions and all of the inequalities hold uniformly with respect to material
parameters o7, Os» U f» Mg and Ay, time step size k and mesh size. Therefore, (29) is uniformly well-posed with respect
to material and discretization parameters. [
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3.4.2. Remedy 2: a new norm for V
An equivalent form of the norm | - ||y is
forallueV, |ullf, = a(u,w)+r|PyV - uf||§,9f,
where Pg is the L? projection from L (12 r) to Q. This norm was used in [34] to study the well-posedness of linearized
Navier—Stokes equations.

Note that this norm depends on the choice of space Q and we use the subscript V¢ to emphasize that. For Q =
Lz(Qf), we have [lully = |lu]ly,, for all u € V. For the finite element pair (Vj,, Qj), the norm is

Vue Vi |ull, = a@w +r|Pg,V uslf o -
With this new norm, we prove the well-posedness of the original finite element discretization (29) without adding
the stabilization term 7(V -uy, V - V-
Theorem 3. Assume that the assumptions in Theorem 2 hold. Then, under the norms | - |y, and | - | ¢ the original
variational problem (29) is uniformly well-posed with respect to material and discretization parameters.
Proof. Note that under the new norm | - [y, a(, ) is uniformly coercive in Zj,. In fact,
_ 2
forallu € Zy, a(u,u)= ||u||VQ.

The boundedness of a(-, -) is obvious. The boundedness of b(-, -) is also easy to show:

V-vr. @,
b(vy.p)=(V-vp. po, < lplog, sup ————L
" qeq,  llgllo, o,

=< lirlioliviivg, -
Since
I¥llve < 72 1vie
is still valid, the inf-sup conditions of b(-, -) can be proved by using Corollary 1. This concludes our proof. [

We have provided two remedies in order to get uniformly well-posed finite element discretizations. In the next
section, we introduce how these stable formulations can help us find optimal preconditioners.

4. Solution of linear systems

In this section, we consider preconditioners for (29). Define X, = V;, x Q. The underlying norm is

v, pI% = IVIS + 11p1G. (V. p) € X,

Consider the following saddle point problem:
Find x € X}, such that

K(x,y)=1(g,y), VyeXy, (34)
where g € X;l The operator form of (34) is
Knx =g.

Under the assumption that (34) is uniformly well-posed, an optimal preconditioner can be found [30,31], which is
the Riesz operator By, : X;l > X, defined by

Bufi)x =(fry), VyeXy feX,.
Thus, B, satisfies
k(BpKp) S 1.

The uniform boundedness of the condition number « (B,/Xp) results in uniform convergence of Krylov subspace
methods, such as MINRES.
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4.1. Two optimal preconditioners for FSI

In the previous section, we have introduced two stable finite element formulations, which provide two optimal
preconditioners. To facilitate our discussion, we first introduce the block matrices Aj, Dy, By, defined by

(Apttp, vp) = a(p, Vp),
(Bnith, pn) = b(ap, qn),
(Dpitg, vp) = (V-wp 1, V- Vi 1) 0

for any uy,, vy € Vy, and py € Qp,. iy, vy and pyp, are the corresponding vector representations with given bases for V,
and Qy,. We also introduce the pressure mass matrix M.

Now, we introduce two optimal preconditioning strategies (M1) and (M2) based on the uniformly well-posed
formulations introduced in the previous section. Note that these two preconditioners are applied to (31) and (29),
respectively.

e Formulation 1 (M1): With the stabilization term added, (31) is uniformly well-posed under the norms || - ||y and
Il - llo. In this case, we first define

K'(x,y) = a(. ¢) +b(¢, p) +b(v,q),

where x = (v, p) and y = (¢, g). The FSI problem has the variational form
K'(,y) = (&5, VyeX,

and the operator form
Kix=3.

The optimal preconditioner B}, in this case has the following matrix form:

-1

Ap +rDy 10 35
0 M, (33)
r

Corollary 2. Assume that the assumptions in Theorem 2 hold. Then K(B}lIC},) is uniformly bounded with respect to
material and discretization parameters.

Proof. The proof follows from Theorem 2 and the standard argument in [30]. [

e Formulation 2 (M2): With the new norm || - ||y,, introduced, (29) is uniformly well-posed under the norms || - ||v,,
and || - || . We first define

K*(x,y) = a(v.$) + b(¢, p) +b(¥. ),
where x = (v, p) and y = (¢, g). The FSI problem in this case has the variational form
K20, y) = (g8 y). VyeXp
and the operator form
ICﬁx =3.
Given p;, € Qy and v;, € Vy, satisfying p, = Pg, (V - v;,), we know that
M, pr = Byvj.
Therefore,
IpullG, 0, = B Mpbn = 0 By M, Byo.
Then we know that the corresponding optimal preconditioner B,zl in this case has the following block form:
-1

An+rDZ 0

1 , 36
o lw (36)
-

Q._ pTay-1
where D;” == B, Mp By,.
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Corollary 3. Assume that the assumptions in Theorem 3 hold. Then K(BflK,zl) is uniformly bounded with respect to
material and discretization parameters.

Proof. The proof follows from Theorem 3 and the standard argument in [30]. [
4.2. Comparing B,ll, Bﬁ and the augmented Lagrangian (AL) preconditioner

The AL preconditioner was proposed for Oseen problems in [33] and has been extended to the Navier—Stokes
equations in [32,34]. The AL preconditioner is designed for saddle point problems of the following form:

(3 %)) -6) “

The AL preconditioner is applied to the modified saddle point problem

A+yBTw=B BT\ (u\ _(f
() G)-6): )

and the ideal form of the AL preconditioner is

-1

A, BT
v+y

where Ay = A+vy BTW~—1B, v is the kinematic viscosity, and the ideal choice of W is the pressure mass matrix M.
Note that (37) and (38) have the same solution.

Practical choices for the preconditioner P, are discussed extensively in the literature, though we do not discuss this
issue here. For the application to the Oseen problem [33], eigenvalue analysis shows that the preconditioned matrix has
all the eigenvalues tend to 1 as y tends to co. In the application to linearized Navier—Stokes problem [34], it is shown
that for certain choices of the parameter y, the convergence rate of AL-preconditioned GMRes is independent of
discretization and material parameters. Note that in these applications, convection terms are considered and, therefore,
the linear systems are not symmetric.

The AL preconditioning technique can also be applied to our FSI problem. By simply adding the term r(Pg, V -
uy, V-vy)g, to the first equation of (29), we get the following variational problem.

Find v;, € Vj, and p, € Qy, such that

{G(Vh, ¢,) +r(Po,V-ur, V-ve)o, +b(@y, pr) = (8 ), Vo, € Vh, (40)
b(vi, qn) =0, Yan € Qp.

Based on this variational problem, we propose the third optimal preconditioning strategy (M3), which is very
similar to the AL preconditioner.

e Formulation 3 (M3): We define the following bilinear form for the saddle point problem (34)
K3(x,y) =a(v. ) +r(Pg,V V. V¢ ), +b@. p)+b(V.q).
where x = (v, p) and y = (¢, g¢). The FSI problem for M3 has the variational form
K3, y) =(g.y), VyeXp,
and the operator form
Isz =g.
The optimal preconditioner in this case is also B,%.

Corollary 4. Assume that the assumptions in Theorem 3 hold. Then K(B%IC]?;) is uniformly bounded with respect to
material and discretization parameters.
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Compare M1-M3 and SC.

J. Xu, K. Yang / Comput. Methods Appl. Mech. Engrg. 292 (2015) 69-91

Preconditioner

Stiffness matrix

87

~1
M Ap +rDy X 0 Ap + 1Dy, BZ‘
0 -M) By, 0
r

Q _1
Ap +rD 0 T
M2 h 1 (Ah Bh)
0 M) By, 0
Ap+rD2 ro - Q0 T
h r
M3 h 1 Ap +rDj; B,
0 -M, By 0
r
-1
Ap 0 A, Bl
0  BpA, By h 0

Proof. We only need to prove that (40) is uniformly well-posed. The rest of the proof follows from the standard
argument in [30].
Since

a(u,w) +r(Pg,V-ur, V-up)g, =lluly,, VueVy,

we know thata(u, w) +r(Pg,V -uy, V-uy) g, is uniformly bounded and coercive. The boundedness and the inf-sup
condition of b(-, -) still hold according to Theorem 3. Therefore, the uniform well-posedness of (40) is proved. [

By using B,% in an upper triangular fashion, it becomes quite similar to the AL preconditioner. Therefore, our anal-
ysis can also provide justification for the AL-type preconditioner for FSI in the absence of the convection term. Note
that the choice of parameters (in terms of r) in (36) is different from those used in AL preconditioners in the literature.

We compare the preconditioning techniques (M1)—(M3) in Table 1. All of these three preconditioners are similar
to the velocity Schur complement preconditioners. For comparison, we also list a pressure Schur complement (SC)
preconditioner in Table 1.

Note that in the pressure Schur complement preconditioner (SC), we use the inverse of the diagonal part of A to
approximate A;l.

We would like to make the following clarifications on these preconditioning techniques.

1. Adding the term r(V - uy, V - vy¢) o, to the continuous problem (17) does not change the solution. But adding it
may change the solution of finite element discretized problems; thus, (29) and (31) may have different solutions,
especially when r is large. In comparison, M2 and M3 do not change the solutions of finite element problems. In
particular, M2 solves exactly the original linear systems without any stabilization.

2. For M2 and M3, the preconditioners are the same but the discretization schemes are different.

3. M1-M3 are all proven to be optimal for FSI based on our analysis.

For the practical implementation, the performance of these preconditioners also depends on the efficiency of invert-
ing the diagonal blocks, such as A, + r Dy and M),. The mass matrix M), is easy to invert by iterative methods. The
velocity block Ay, is symmetric positive definite for the FSI problem; The Krylov subspace method preconditioned
by multigrid is usually one of the most efficient solvers. There are, however, still some difficulties that need special
consideration.

1. The block Ay, + r Dy, has contribution from the stabilization term 7(V -u, V-v) - D becomes dominating if & is

small. Moreover, Dy, is singular. For A, + rDhQ , the situation is similar. Special techniques have to be used to deal
with this type of problems. We refer to [55,56,33,57] for related discussion. In particular, nearly singular problems
of the following form were studied in [57]

Find u,st. Au = (Ag+ €Au =b.

Here Ag is a positive semi-definite matrix and A; is a positive definite matrix. As ¢ — 0, the problem becomes
nearly singular. The subspace correction method proposed in [57] suggests that if the space decomposition V =
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Q2

2

Fig. 4. The domain for the jump-coefficient problem.

Fig. 5. FSI benchmark problem.

Z]J-Z] V; satisfies

J
N(Ag) =Y [V; N N(Ao)],
j=1

then the subspace correction method converges uniformly with respect to €. This observation provides the motiva-
tion to find solver-friendly discretization for which the near-null space can be easily identified and locally resolved.

It is well-known that the discrete kernels of divergence operator associated with most stable Stokes elements
have locally supported basis [48,58,56,59,33]. As a result, robust preconditioners based on appropriate overlapping
Schwarz methods can be developed, see e.g. [56].

. The different scales of the fluid and structure problems result in large jumps in coefficients. For example, the ma-

terial parameters (s and ;s can differ greatly in magnitude. This leads to the following general jump-coefficient
problem:

Findu € Hj () suchthat a(u,v) = (f,v), forallve Hy (),

where a(u, v) = (@(x)e(u), €(v))+(BX)V-u, V-v)+ (¥ (X)u, v). The domain 2 = 2, U (2, is illustrated in Fig. 4.

The coefficients «(x), B(x) and y (X) are piecewise positive constants on {2; (i = 1, 2). The question is how to
design solvers that are robust with respect to the jumps of «(x), 8(x) and y (x). There is much research work on
solving jump-coefficient problems. We refer to [60,61] and the references therein for related discussions. In partic-
ular, in the recent work [61], second order linear reaction—diffusion equations with piecewise-constant coefficients
are studied.

4.3. Numerical examples

In this section, we present some numerical experiments in order to verify our analysis. Preconditioning techniques

M1-M3 and the SC preconditioner are tested.

We use the data from the FSI benchmark problem in [36]. Note that this is a 2D problem. The FSI code is imple-

mented in the framework of FEniCS [62]. The computational domain is shown in Fig. 5. We have an elastic beam in a
channel, where the inflow comes from the left end of the domain. We prescribe zero Dirichlet boundary conditions on
the top and the bottom of the channel. On the right end we use stress free boundary condition. We have chosen P2—P0
as the finite element spaces for the fluid part of the FSI system in our numerical experiments, but we expect that the
choice of other stable elements will lead to similar numerical performance.

We use three meshes with different sizes. Numbers of degrees of freedom for these meshes are shown in Table 2.
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Table 2
DoFs of the meshes.

Mesh 1 Mesh 2 Mesh 3

DoF 14,698 39,836 158,488

Table 3
Number of iterations for preconditioned MINRES for different time step sizes (k = 0.01, 0.001, 0.0001).

Preconditioner k= 0.01 k = 0.001 k = 0.0001
M1 M2 M3 SC M1I M2 M3 SC M1 M2 M3 SC

mesh 1 9 6 11 37 9 6 11 25 8 7 11 23
mesh 2 9 6 11 59 9 7 11 28 7 7 11 23
mesh 3 9 6 11 132 8 7 11 48 9 5 12 29

Table 4
Number of iterations for preconditioned MINRES for varying density ratios.
Preconditioner  ps = py ps =10pf bs = 100p ¢

M1 M2 M3 SC M1 M2 M3 SC M1 M2 M3 SC
mesh 1 15 8 15 43 9 6 11 37 7 5 9 35
mesh 2 14 8 15 68 9 6 11 59 7 6 9 58
mesh 3 13 8 15 132 9 6 11 132 8 6 9 117

The values of the parameter » in M1-M3 are the same and are calculated by (18). Preconditioned MINRES is
used to solve the linear systems. M1-M3 are all block diagonal preconditioners. Each of the diagonal blocks is solved
exactly. The iteration of MINRES stops when the relative residual has magnitude less than 1078,

In Table 3, we test the preconditioners for different meshes and time step sizes. In Table 4, we show the test results
for different meshes and density ratios.

From the data we see that the convergence of preconditioned MINRES for M1-M3 is almost uniform and quite
robust for different mesh sizes, time step sizes, and density ratios. The case with SC shows dependence on mesh sizes
and the dependence becomes more significant when the time step size k grows.

Concluding remarks

In this paper, we formulate the FSI discretized system as saddle point problems. Under mild assumptions, the uni-
form well-posedness of the saddle point problems is shown. By adding a stabilization term or adopting a new norm for
velocity, the finite element discretization of the FSI problem is also proved to be uniformly well-posed. Two optimal
preconditioners are proposed based on the well-posed formulations. Our theoretical framework also provides an alter-
native justification for the AL-type preconditioners in the absence of the convection term. In the numerical examples,
we show the robustness of these preconditioners. We use direct solves for the sub-blocks. In practice, these sub-blocks
have to be inverted by iterative methods when their sizes are large. Robust preconditioners for the sub-blocks have to
be considered.
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